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Abstract

The process of locating the end points of each speakers voice in an
audio file and then clustering segments based in speaker identity
is called speaker segmentation. In this paper we present a method
for two speaker segmentation, though it can be extended to more
than two speakers. Most methods for speaker segmentation and
clustering start with an initial computationally inexpensive speaker
segmentation method, followed by a more accurate segment clus-
tering. In this paper we describe a simple algorithm that improves
the accuracy of the segment clustering while not increasing the
computational complexity. Since the clustering is done iteratively,
the improvement in each segment clustering step results in a sig-
nificant overall increase in segmentation accuracy and cluster pu-
rity. We borrow ideas from speaker recognition to perform seg-
ment clustering by frame based voting. We look at each frame
as an independent classifier deciding which speaker generated that
segment. These ’classifiers’ are combined by voting to make a
decision as to which segments should be clustered together. This
simple change leads to 56.9% decrease in error rates on a segmen-
tation task for the SWITCHBOARD corpus.
Index Terms: Speaker segmentation, Voting based classifier com-
bination, Speaker change detection, Speaker clustering.

1. Introduction
In speaker identification applications, it is often assumed that the
speech file contains data from a single speaker. However, in many
applications such as identifying participants in a telephone con-
versation or in a meeting, speech from different speakers is inter-
mixed. With the increase in the number of multimedia documents
that need to be properly archived and accessed, speaker indexing
has become an important area of research. One important cue for
indexing can be speaker identity. Given an audio document, three
different tasks are seen to be necessary. Firstly, the goal of speaker
segmentation (which is the task addressed in this paper) is to seg-
ment a conversation into homogeneous parts containing the voice
of only one speaker. For this we need to perform speaker change
detection. Generally, no a-priori information is available on the
identity of speakers involved in the conversation. The second task
is speaker tracking, which consists of finding all the occurrences of
a particular speaker and grouping segments based on speaker iden-
tity. The final task for audio data indexing (which is not addressed
here) is usually speech recognition to identify what is being said
and to allow the audio data to be searched based on content. In
this paper, we look at telephone conversations where it is known
a priori that there are two speakers, but the identity of the speak-
ers is not known. We do not require any prior audio data from the
speakers, as the methods in this paper are successful as long as the
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ber of speakers is known beforehand.
Methods for speaker segmentation can be broadly classified
metric based and model based methods. Metric based splitting
s speaker change points based on maxima of some distance
sure between two adjacent windows shifted along the speech
al. These segmentation algorithms suffer from a lack of sta-
y since they rely on thresholding of distance values. Several
ter distances have been tested in [1, 2]. Model based splitting
models for each speaker, which are trained beforehand, and

referred when prior audio information is available about the
kers.
Among the metric based methods, the Generalized Likelihood
o (GLR)[3] produces the best results when audio segments are
t, showing high and narrow peaks at speaker change points.
segmentation algorithm based on the Bayesian Information

erion (BIC), cannot detect two speaker changes closer to one
her in time, as it has been shown to require longer speech
ents [4]. The content based indexing proposed in [6] com-

s the GLR distance measure to detect the speaker change
ts and the BIC technique to refine the results in order to fight
-segmentation. If the number of speakers in a conversation
own, the accuracy of speaker segmentation can be improved

emonstrated in [7]. This method combines the advantages of
metric based methods (no prior speaker knowledge required)
model based methods (higher accuracy) which can be done
when the number of speakers in known or can be accurately
ated.

In [7], the speaker assignment step used a method similar to
rbi training of Hidden Markov Models (HMMs) from speech
gnition, where there was one state for every speaker. Each
had gaussian mixture emission probabilities, and each seg-

t obtained using the GLR metric was assigned to the state
had a higher probability of generating that segment. The state
ssion probabilities are then re-estimated based on the segment
gnment. However, in [5] it was pointed out that when Gaussian
ture Models (GMMs) are used with limited training data (as is
ase in speaker segmentation), frame based voting can provide
provement in speaker recognition accuracy. In this paper, we

frame based voting in the speaker assignment step and show
it also results in a significant improvement in speaker segmen-
n accuracy.
The rest of this paper is organized as follows. Section 2 de-
es the system used in [7] which is one of our baselines. Sec-
3 explains the motivation for looking for a better method for
ent clustering. Section 4 describes the frame by frame vot-

method, used in [5] for speaker recognition, and its applica-
here to speaker segmentation. Section 5 details the evalu-

n setup, and the compares the methods, showing that voting
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Figure 1: Graphical outline of proposed methods

improves speaker segmentation accuracy. Finally, Section 6 con-
cludes and indicates some directions for future research.

2. Speaker Segmentation and clustering
Initial processing on the data involves removal of silence regions,
which can otherwise lead to very bad segmentation results. A
simple silence removal method is explained in Section 2.1. The
method described in [7] consists of two major parts, the initial
speaker change detection and the refining of models and change
points. Fig. 1 shows a graphical outline of the proposed methods.
A well known method for initial segmentation, using the GLR met-
ric is outlined in Section 2.2. In many speech and speaker recog-
nition tasks, models can be trained from a flat or random start, but
when this is used for segmentation, the models may converge to
speech classes (say consonants and vowels) rather than to differ-
ent speakers. To force the models to converge to different speak-
ers, we need to model spectral features across longer segments (at
least 1-2s in length) to capture the long term speaker information
but average out the short term speech information. We also need
initial models that are more likely to contain data from different
speakers. An algorithm to derive good initial speaker models is
described in Section 2.3. The two clusters created in the initializa-
tion step are now used as the two reference models to cluster the
remaining segments. This process can be repeated iteratively as
described in Section 2.4, to obtain a final segmentation.

2.1. Silence Removal

A drawback of training HMMs on unlabelled data with silences is
that some of the states in the model may converge to these silence
regions. The method used for silence removal in this paper is sim-
ilar to the second method in the NIST stnr routine [8]. To save
computation, only the first 5-10s is used for detecting the speech-
silence threshold. A signal power histogram is generated by com-
puting the root mean squared (RMS) amplitude, in decibels, over
20ms windows shifted by 10ms and creating a histogram of the
values. This histogram of these power coefficients is seen to be
bi-modal, with a sharp low power silence mode and a flatter higher
power speech mode. It should be noted that this may not be true
if the noise is at the same level as the speech signal, but this is
rarely the case. The point of inflection between these two modes is
the boundary between speech and silence, and frames below this
threshold are rejected as silence regions. After silence removal
feature extraction is performed in the speech signal. We use the
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12 Mel Frequency Cepstral Coefficients (MFCCs) [10], not
uding the average energy or C0 coefficient.

Initial segmentation using the GLR metric

escribed in [3], the similarity between two contiguous win-
s of the parameterized signal is calculated using the following
thesis test:
The segments were generated by the same speaker
The segments were generated by different speakers
re a speaker is represented by either a single gaussian model
GMM. The negative of the log likelihood ratio of this test
lled the GLR distance between the two segments. The GLR
nce is computed between a pair of adjacent windows of the

e size, and the windows are then shifted by a fixed step along
hole parameterized speech signal. A large distance indicates

ge in speaker, whereas low values signify that the two por-
s of the signal correspond to the same speaker. The thresholded
s of this distance metric are labeled as initial change points.
her details can be obtained from [7]. The result of this step is
ries of segments SEG1, SEG2...SEGn.

Speaker model initialization

t, we try to find data segments that have a high likelihood
eing from different speakers, to initialize GMMs for the seg-
t clustering step. We first train a GMM using the Expecta-
Maximization (EM) algorithm[9]) for each segment obtained
the initial segmentation, using 4 or 8 gaussians each. We

then calculate for each segment SEGi with feature vectors
,1, �segi,2, . . . , �segi,T and model λk (a GMM with M gaus-
s) a measure of their similarity the log likelihood that model k
rated segment i,

Sim(SEGi|λk) = ΣT
t=1log(p( �segit|λk)) (1)

p(�x|λ) = ΣM
i=1pibi(�x) (2)

(�x) =
1

(2π)D/2|Σi| 12
exp(−1

2
(�x − �μi)

′
Σ−1

i (�x − �μi) (3)

re D is the dimensionality of the data (12 in this paper). We
the two segments a and b that give the smallest pairwise simi-
y, and initialize our models of the two speakers to the parame-
of these segments, λa and λb.

Segment clustering and refinement

two clusters created in the initialization step are now used as
two reference models (λa and λb). The objective then is to
the model which has the maximum aposteriori probability
ach segment SEGy , where, y = 1,2,3,. . . ,n. If the reference
el λa shows a higher aposteriori probability compared to
or SEGy , then SEGy will be labeled as the first speakers
otherwise it will be labeled as the second speakers data. Each
ent is assigned to a cluster Ĉy based on Equation 4.

Ĉy = arg max
m=a,b

p(λm|SEGy) y = 1, 2, 3, . . . , n (4)

segments are clustered based on the labels. New models are
ed for each cluster, using all the data from the segments as-
ed to that cluster. Using these new models, the procedure can
epeated iteratively to obtain clusters of high purity for the two
kers. The performance was found not to increase significantly



beyond the fourth iteration. Thus, final change points and clusters
are obtained.

3. Problems during segment assignment
An analysis of the kinds of mistakes made by the above system was
performed. Most of the errors were seen to be in the early segment
clustering iterations. There seem to be two possible sources of this
error. The first is that the initial segmentation is not perfect and
some of the segments contain data from multiple speakers. In such
situations the preferred outcome is that the segment be assigned to
the cluster for the speaker for which it has more data. However, it
will actually be assigned to the cluster based on which speaker had
a higher probability which is not always the same thing. We would
like to count the number of frames belonging to each speaker and
assign clusters based on this. Thus, the models will continue to
contain more data from a single speaker.

A second source of error occurs when very little data is avail-
able to train GMMs, making them unreliable. The models tend
to have much higher variance than GMMs trained on a large cor-
pus of speaker data. If these models are used to cluster segments,
it was seen that in many cases the correct speaker had very low
scores in only a few frames in a segment. Despite scoring bet-
ter than the other speaker in all the other frames of that segment,
the correct speaker was not selected. These few frames could
be noisy frames, variant frames where the speaker model did not
match properly, overlapping speech, a short utterance by the other
speaker, or frames belonging to some sound not seen in the lim-
ited initial training data. An example of the log probabilities for an
example utterance are shown in Fig. 2. Here the correct speaker
has a lower probability for just a few frames, but since the dip in
frames 17 to 23 is so large that taking the product of the proba-
bilities (sum of log probabilities) gives the other speaker a higher
score for the segment. Many of the segments which were clus-
tered incorrectly using GMMs had at least five or six frames with
large dips in the log probability, even upto -80 in log probability
(which corresponds to multiplication of probability by a factor of
10−80). When these few regions were identified and removed by
hand many errors made by the system were corrected. To avoid the
influence of a few bad frames causing wrong identification there is
a need to make the influence of the frames more uniform. So, a
voting based combination scheme is suggested, where each frame
has a single vote.

4. Voting for two speaker segmentation
One solution to the problem described in the previous section, sug-
gested in [11] is to dynamically change the number of gaussians
in each iteration, increasing the number of gaussians as more data
becomes available. However, the problem of how many gaussians
to use is still an open one, and may differ based on the database
used, recording conditions, or speaker talking characteristics (for
example, if one speaker continues to speak for a long time). The
solution we use is based on [5] where frame by frame voting is ap-
plied. In conventional GMM evaluation [7], the effect of the few
frames may be amplified because the probabilities of each frame
are multiplied to achieve the final posterior probability, possibly
giving a higher weight to some frames which have a much lower
score.

P (SEGi|λk) =

T

t=1

p( �segit|λk) (5)
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re 2: Output log probabilities of the Gaussian Mixtures for the
different speakers for one segment of an audio file

he proposed voting algorithm, each frame is viewed as an
pendent classifier. Using the GMM parameters each clas-
r makes an independent decision as to who the speaker is.
e case of [7] the outputs of the frames are the probabilities
�git|λk) which are then combined by multiplication. In the
osed method the decisions of all the classifiers (frames) are
bined by voting. Thus in the voting scheme, for each frame in
gment, we find the most likely speaker Ŝ for that frame �segit

Ŝ = arg max
k=a,b

p( �segit|λk) (6)

s, the frames together function as an ensemble classifier. In an
mble classifier each classifier is run and casts a vote as to who
orrect speaker is. The votes for each segment are then collated
the speaker with the greatest number of votes becomes the final
sification. For example in the segment shown in Fig. 2, frame
rame voting choses the correct speaker where [7] would not.
efore, the clustered segments are used to retrain models, and
rocess can be repeated iteratively.

5. Evaluation
re are two types of errors related to speaker change detection,
nsertion error occurs when a speaker change is hypothesized
ough it does not exist, a deletion error occurs when a true
ker change is not detected. 12th order MFCCs are computed
very frame of 16 ms with 6.25ms shift for parameter extrac-

. For speaker change detection, the length of each window is
o 1s and shifted by 0.5s. These parameters are the same for
he methods and so all the methods have a resolution of 0.5s.
rs are declared whenever the hypothesized and true change
ts differ by more than 0.5s. A four component GMM with di-
al covariance is used to compute the GLR distance between
consecutive windows. For segment clustering, eight compo-
GMMs with diagonal covariance is used. We first compare

method with [6], which uses the GLR distance to detect initial



Table 1: Comparison of [6] and the Proposed Method on TIMIT
and SWITCHBOARD. I - number of Insertion errors, D - number
of Deletion errors F-female, M-male, CPs - Change Points

Files
GLR,BIC [6] Prop.

1stPass 2ndPass Meth.
I D I D I D

TIMIT 29 CPs 26 3 9 7 2 2
TIMIT 27 CPs 23 3 9 7 3 2

sw2005(M-M) 19 CPs 41 6 17 7 0 2
sw2008(F-F)30 CPs 31 17 18 17 4 3

Total 150 91 18

Table 2: Comparison of conventional GMM evaluation and voting
on SWITCHBOARD. I - number of Insertion errors, D - number
of Deletion errors F-female, M-male, CPs - Change Points

Files
Conv.. Voting

GMM[7] Method
I D I D

sw2137(M-F) 24 CPs 19 7 9 3
sw2104(M-F) 10 CPs 18 3 14 2
sw2014(F-F) 29 CPs 12 6 2 5
sw2124(F-F) 23 CPs 23 5 5 0

Total 93 40

speaker change points and the BIC to refine the results. We use
evaluation tasks on TIMIT and SWITCHBOARD [12]. A con-
versation is obtained from TIMIT by concatenating sentences of
average length 2s from two speakers. Two files from SWITCH-
BOARD, sw2005 and sw2007 are also used. The results are pre-
sented in Table 1. While the proposed method does much better
than this baseline, it does exactly as well as the method using con-
ventional GMM evaluation [7]. The reason for this is that TIMIT
and these particular switchboard files are relatively clean with long
speaker segments, and the method of [7] does so well that there is
little room for improvement.

We proceed to compare both the methods in a larger selection
of files from SWITCHBOARD. These were not selected to show
the benefit of our algorithm, but were chosen at random from the
rest of the database. The results are shown in Table 2. Here we
see that voting gives us a substantial improvement on all the files.
This also shows that the proposed method is robust to noise/silence
regions and other variations in the speech signal.

6. Conclusions
In this paper, we presented a method for two speaker segmenta-
tion which uses frame by frame voting in the segment assignment
step. By using information about the number of speakers present
in the recording, data from different parts of the file can be col-
lected to train a single model better, as compared to agglomerative
clustering method like [6] which cannot directly use this informa-
tion. When segments are short, and limited data is available from
each speaker, methods like [7, 11] result in gaussians with a high
variance, which leads to spiky frame posterior probabilities, since
high variance gaussains give near 0 probability to feature vectors
which differ even slightly from the feature vectors present in the
training data. Voting ensures that even in such cases, the correct
speaker for each segment is still chosen. We do not need to dy-
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ically change the number of gaussians in the mixture model,
oting compensates for the high variance models in the early it-
ons. This method can be extended to N speakers (for N greater
2), by finding the N GLR segments that are furthest apart, and

them to initialize N models in the speaker initialization step.
would like to investigate the feasibility of this method for N
ker segmentation.
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