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Abstract
Speech is a non-stationary signal, with the shape of the vocal tract
changing over several pitch periods, and also within the open and
closed glottis phases. The effect of these changes is reflected in
the locations of the formants which correspond to the resonant fre-
quencies of the vocal tract. To observe these changes, the analysis
window should be small enough (relative to a pitch period), and
appropriately anchored. A non-model based method is proposed
in this paper to accurately determine formants from short segments
(less than a pitch period) of speech signals. It makes use of high
resolution properties of group delay function to estimate formants
from segments of duration less than a pitch period. The main ad-
vantage of this method is its lack of dependence on the parame-
ters of a model. Analysis segments are synchronised with instants
of glottal closure, to increase the robustness of formant extraction.
Since continuity or additional acoustic-phonetic knowledge are not
used, this method is fairly reliable and robust.

Index Terms: formant extraction, group delay function, short seg-
ment, speech analysis.

1. Introduction
Speech is the output of a dynamic vocal tract system, which is ex-
cited by a time varying excitation. Resonances of the vocal tract
system which mainly reflect the vocal tract shape are called for-
mant frequencies, or simply formants. Formants typically corre-
spond to those frequencies that pass most acoustical energy from
the source to the output [1]. Hence their locations are robust to
degradations in a speech signal. Methods of formant estimation
can be either model based (eg., linear prediction), or non-model
based. Most non-model based approaches estimate formants from
the magnitude spectrum, while ignoring the phase spectrum com-
pletely. This is primarily because the phase spectrum is difficult
to analyse for discrete-time signals due to the associated problem
of phase wrapping. However various attempts [3]-[5] have been
made to demonstrate the significance of the phase spectrum in es-
timating formant frequencies. These methods typically involve the
use of group delay function. Linear prediction model assumes a
particular order of prediction, which in turn determines the number
of peaks in the spectrum envelope, rather than the actual number
of peaks that correspond to formants. Model and non-model based
methods typically use analysis windows of 20-25 ms. Hence they
are not useful for observing changes that occur in short intervals
(less than a pitch period). Formant estimation using magnitude
spectrum from short (< 5 ms) segments of speech are affected by
the poor resolution caused by the size of the window. Even the
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p delay functions for short segments show several spurious
s which mask the peaks due to formants. Model based lin-

prediction analysis is not suitable either, due to the necessity
hoosing the order of prediction. In this paper a new method
roposed to estimate formants from short segments (less than a
h period) using group delay functions.
Section 2 briefly discusses the group delay function, some of
roperties, issues involved in using the group delay function

formant extraction, and some methods used to address these
es. Section 3 discusses the proposed method, and the motiva-
behind it. Sections 4 and 5 address some issues in the pro-
d method. Examples using real speech signals are considered
lustrate the effectiveness of the proposed method for formant
action.

2. The group delay function
group delay function is defined as the negative derivative of

Fourier transform phase of a signal [2]. For a minimum phase
al, the group delay computed from the magnitude spectrum
e Fourier transform is equal to that computed from the phase
trum [8]. It has been shown that group delay functions of
scade of linear systems are additive [2]. It has also been
n that the group delay function of any single resonator is ap-

imately proportional to the square of the magnitude spectrum,
nd the resonant frequency [9].
Computation of the group delay function of a real signal is dif-
lt due to various reasons. The most important one is due to the
pping of the phase function. This is because the phase function
discrete time signal, results in discontinuities in multiples of

. This problem may be overcome by computing the group de-
function (τg(ω)) directly from the signal x[n] as follows [2]:

logX(ω) = log|X(ω)| − jθ(ω)

d

dω
logX(ω) =

d

dω
log|X(ω)| − j

d

dω
θ(ω)

X ′(ω)

X(ω)
=

d

dω
log|X(ω)| − jθ′(ω)

τg(ω) = −θ′(ω)

= −Imag(
X ′(ω)

X(ω)
)

=
Xi(ω)X ′

r(ω) − Xr(ω)X ′
i(ω)

Xr(ω)2 + Xi(ω)2
(1)

where X(ω) = Xr(ω) + jXi(ω) is the Fourier transform of
discrete-time signal x[n], and X ′(ω) = X ′

r(ω) + jX ′
i(ω) is
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its derivative.
Due to the inevitable truncation of the signal, truncation ef-

fects dominate in the computed group delay function. Pitch period-
icity and noise in the signal also contribute to the problem. Various
methods have been proposed [3]-[5] to overcome some of these
problems. Some of these methods involve cepstral smoothing of
the spectrum [3] prior to computing the group delay, or by comput-
ing the group delay of the autocorrelation sequence obtained from
the signal [4]. In [5] the group delay is computed for a z-transform
evaluated outside the unit circle. Formants are estimated from this
group delay spectrum. However these methods are not suitable for
estimating formants from segments of less than a pitch period.

3. Proposed method for estimating formant
frequencies

We propose a new method for computing formants from short seg-
ments (less than a pitch period) of the speech signal. Most prob-
lems associated with the computation of the group delay func-
tion, are primarily due to zeros present in the denominator term
of (1), which corresponds to the magnitude spectrum. It has been
shown that the group delay function of a signal around the reso-
nant frequency is proportional to the square of the magnitude of
the Fourier transform [9]. That is,

τg(ω) ∝ |X(ω)|2. (2)

Because of the additive property of the group delay function,
τg(ω) due to a cascade of resonators will be proportional to the
sum of the spectra |X(ω)|2 around each resonance frequency. It
is the additive nature, and dependence of τg(ω) on |X(ω)|2 that
gives the high resolution property to the group delay function. If
we consider (1) for short segments of data, the denominator term
is smooth except for the effect of zeros in the frequency domain.
Moreover the denominator term corresponds to the spectrum of
the signal, which is typically large near the formant locations and
hence it reduces the value of the numerator around the resonance
peaks. If we ignore the denominator term, and consider the nu-
merator term alone in the speech signal, we get

g(ω) = Xr(ω)X ′
i(ω) − Xi(ω)X ′

r(ω)

= τg(ω)|X(ω)|2
∝ |X(ω)|4. (3)

In other words g(ω) shows sharper peaks near the resonances
than τg(ω). The g(ω) has been used previously for automatic
speech recognition in [7] by computing the mel-frequency cep-
stral coefficients, where it was termed “product spectrum”. How-
ever the term “product spectrum” is used to refer to the product of
magnitude spectra each of whose frequency scales have been com-
pressed by integer factors [11]. As an alternative, the term “reso-
nance” or “formant group delay” is proposed. Figure 1 shows the
linear prediction (LP) spectrum, the group delay function of the
LP spectrum, and the numerator (g(ω)) of the group delay for a
signal segment of 5 ms. Note that the group delay function of the
LP spectrum is that of the all-pole model derived from the signal,
and not of the signal itself. The g(ω) merely helps to determine
the location of formant peaks, but otherwise it has no interpreta-
tion in terms of signal characteristics. In particular, it is not pos-
sible to interpret the amplitude of peaks in terms of the spectrum
or group delay. For large amplitude voiced regions, locations of
strong peaks can be interpreted as formants. But for low ampli-
tude segments and for noise, they hold little or no significance.
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re 1: (a) LP spectrum (16th order), (b) its corresponding
p delay function and (c) numerator g(ω) of group delay func-
computed from the signal, for a segment of voiced speech of 5
uration. The sampling rate of the signal was 16 kHz.

One method of distinguishing formant peaks from other peaks
y using visible contour constraints. Figure 2 shows peaks ob-
ed using the g(ω) function for an utterance of a speech signal
pled at 8 kHz, and the same signal sampled at 44.1 kHz. In
figure spectrograms have been plotted up to 4 kHz only. The
erences in these two plots can be explained as follows. A 5 ms

ent at 8 kHz corresponds to 40 samples, while that at 44.1
corresponds to 220 samples. The larger number of samples

ined from the 44.1 kHz sampled segment helps mainly in re-
ing the window effect (since a larger window size in number of
ples is used). This also provides a larger number of samples
each frequency component that may be present in the segment.
s may help in reducing the effect of spurious peaks, as can be
erved in the g(ω) plots in Figure 3 for a segment sampled at
Hz and 44.1 kHz. Note that the large number of samples in
lysis window does not improve the frequency resolution, as the
tion of the segment in seconds is same in both the cases.

In Figure 3, the peak around 3.7 kHz is relatively stronger in
g(ω) computed from the segment sampled at 44.1 kHz, than
puted from the segment sampled at 8 kHz. Another advan-
of using a higher sampling rate is that most of the spurious

ks picked by a simple peak picking algorithm are spread over
uencies higher than those which are significant for speech sig-
. Fluctuations in formant locations as observed in Figures 2(a)
2(b), are primarily due to variations that occur as the analysis
dow shifts from the closed glottis region to the open glottis re-
. The position of the analysis window also affects the location
eaks in the g(ω) function, resulting in some random fluctua-
s of the formant locations around their true value.

. Reducing the effect of window locations
way of reducing the effect of the position of the analysis win-

, is to use the autocorrelation sequence computed from the sig-
instead of the signal itself for formant extraction. However

short segments (≤ 5 ms), the values of the autocorrelation se-



(a)

(b)

Figure 2: Formant contour obtained for a 2 second segment of
speech by picking the best 5 peaks in g(ω) function, for speech
sampled at (a) 8 kHz and (b) 44.1 kHz. The size of analysis window
used is 5 ms, and the window shift is 0.5 ms.
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Figure 3: g(ω) for a segment of voiced speech of 5 ms duration,
for speech sampled at (a) 8 kHz and (b) 44.1 kHz.

quence for larger lags (> 1 ms) may not be accurate due to fewer
number of samples of the signal being used in the computation. To
overcome this problem, one can compute the normalised covari-
ance value for different lags. The normalised covariance coeffi-
cient φ[m] for N samples of a speech signal x[n] up to a lag m is
given by

φ[m] =

PN−1
n=0 x[n]x[n + m]qPN−1

n=0 x2[n]
qPN−1

n=0 x2[n + m]
. (4)

The computation of the covariance sequence uses 2N−1 sam-
ples of the signal, whereas the computation of the autocorrelation
function involves only N samples of the signal. For this purpose,
the analysis segment of the speech segment and its covariance se-
quence can be of the same length. Figure 4 shows formant con-
tours obtained when g(ω) is computed using the covariance func-
tion of analysis segments of 5 ms and 25 ms durations. It can be
observed that the number of spurious peaks in Figure 4(a) is less
compared to that in Figure 2(b). The effect of using a larger win-
dow size can also be observed in Figure 4(b), which has a very
smooth formant contour. However the use of the larger window
size only shows an average behaviour over the entire segment.
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re 4: Formant contour obtained by picking the best 5 peaks
(ω) function computed from covariance sequence φ[n] of the
al. The speech signal was sampled at 44.1 kHz. The window
of the signal used to compute φ[n] is (a) 5 ms (220 samples)
(b) 25 ms (1100 samples). In both cases, the window shift is
ms (20 samples). In both cases, only 2.3 ms (100 samples) of

] is used to compute g(ω).

5. Effect of synchronised windowing
entioned in Section 3, the g(ω) function merely helps in de-

ining formant locations. For an arbitrarily located window,
ddition to formant peaks, there may be some spurious peaks
values higher than that of formant peaks. This can be seen in
re 3. One of the methods for reducing the effect of spurious
s would be to use a signal at a higher sampling rate. While a
er sampling rate helps to some extent, it does not significantly
ce the number of spurious peaks as can be seen in Figures 2(b)
4(a). Alternatively, formants could be estimated from the co-
ance sequence of a larger segment. However this defeats the
ose of observing the dynamic characteristics of the vocal tract

em through formant plots.

Recall that formants correspond to frequencies that pass most
e acoustical energy from the source to the output. This energy

ot spread uniformly over the entire duration of the signal, but
pically concentrated around the instants of glottal closure (at
ch significant energy is delivered to the vocal tract system). In
y pitch cycle, high SNR regions of the speech correspond to
ons around glottal closure instants (GCI). It is in these regions
values of formant peaks are higher than those of spurious ones.
ce if analysis windows are synchronised with GCI, most spu-
s peaks can be eliminated. Formants can therefore be obtained
g the g(ω) function from analysis windows anchored at GCI,
er than at arbitrary locations. For estimating the locations of

in a given speech signal, the method proposed in [10] was
. Using these locations, formants were estimated for a sen-
e sampled at 16 kHz from the TIMIT database. The size of
ysis segments used was 5 ms, and best 5 peaks were picked

the g(ω) function computed from them. Figure 5(a) shows
ant peaks plotted on the spectrogram. It can be seen that most
ants are estimated reasonably well. However some spurious
s are also picked up by the peak picking algorithm. The steps



(a)

(b)

Figure 5: Formant contour obtained by picking 5 peaks in g(ω)
function of a TIMIT Sentence “where were you while we were
away” from the (a) signal (b) from three levels of differenced
speech, with GCI synchronised windows. The window size used
was 5 ms in both cases.

involved have been summarized in Table 1.

Spurious peaks are picked up because of relatively lower peak
values of higher formants compared to those of spurious ones. To
reduce the probability that a spurious peak is picked up instead
of a genuine formant, higher formant peak values need to be en-
hanced, while at the same time keeping spurious ones low. A sim-
ple method to enhance high frequency formants is to difference the
speech signal. This differencing however acts like a high pass fil-
ter, deemphasising lower frequency formants. Hence two or three
g(ω) functions can be computed for each segment for each order
of differencing. These g(ω) functions are then added up to obtain
a single g(ω) function, from which formants could be estimated.
This process in effect is equivalent to some kind of weighting of
the g(ω) function to enhance formants while reducing spurious
peaks. Formant peaks estimated using this method are plotted on
the spectrogram in Figure 5(b). It can be seen in the figure the spu-
rious peaks are significantly reduced by employing this method.

6. Conclusion
A new method for extraction of formants from short segments
of speech signals has been proposed to capture the information
in rapid movements of the vocal tract system. This method ex-
ploits the high resolution property of the group delay function, and
defines a function g(ω) called the formant group delay function,
whose peaks give reliable and robust estimates of the formants.
This method also distinguishes between voiced and unvoiced re-
gions due to the presence or absence of formant peaks in the lower
frequency regions. The number of spurious peaks can be reduced
by using the autocorrelation or the covariance sequence computed
from the segment of windowed speech. By synchronising the anal-
ysis windows with the instants of glottal closure, one can further
reduce the number of spurious peaks. If locations of GCI are ac-
curately known, one can use this method to compare formants in
the open and closed glottis regions. Formants estimated using this
method could be used for formant tracking. Note that the proposed
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hod of formant estimation from the peaks in the ‘formant group
y’ is superior to the method based on the roots of LPC poly-
ial, as the latter requires us to specify the order of the polyno-

l, whereas the proposed method gives whatever peaks that are
lable in the specified frequency range (say, 4 kHz).

Table 1: Proposed method for formant extraction
ep 1. Window a segment of the signal using a half Han-

ning window of length less than a pitch period.
ep 2. g(ω) function is computed directly from the seg-

ment or from the autocorrelation sequence or from
the covariance sequence of the segment.

ep 3. Pick the largest N number of peaks in the computed
g(ω) function.

ep 4. Shift the window by 1 ms or place the window at
instants of glottal closure, if they are available.

ep 5. Repeat steps 1−4 for successive window segments.
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